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ODQA, LLM, Knowledge

ODQA

→ Open-Domain Question Answering

LLM

→ Large Language Models

Knowledge

→ Model weights, Wikipedia, knowledge graphs, web, ...
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ODQA with LLM
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LLM
Question Answer

Parametric knowledge



KB

ODQA with LLM and Knowledge
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ODQA with LLM and Knowledge Retrieval
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ODQA with LLM and Knowledge Retrieval (Iterated)
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Retrieval Methods

Sparse retrieval

→ Sparse

→ Bag-of-words

→ Exact match-based
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Document: Keanu Reeves Wiki

act x3

play x5
role x3

film x4

Q: Who is a famous movie actor …?

act x1

famous x1

who x1

movie x1



Retrieval Methods

Sparse retrieval

→ TF-IDF

→ BM25

→ …
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 Term appears in many documents

 Document is long

 Term appears many times in Document 

Document: Keanu Reeves Wiki

act x3

play x5
role x3

film x4

Q: Who is a famous movie actor …?

act x1

famous x1

who x1

movie x1



Retrieval Methods

Dense retrieval

→ Low-dimensional

→ Contextual

→ Semantic match-based
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Document: Keanu Reeves Wiki

... playing Neo in 
the science fiction 

series The Matrix ...



Retrieval Methods

Dense retrieval

→ MiniLMv2
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Document: Keanu Reeves Wiki

... playing Neo in 
the science fiction 

series The Matrix ...



Retrieval Methods
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Generation as retrieval

→ Distillation

Document: Keanu Reeves

... achieved 
mainstream success 

with his role as Neo in 
the groundbreaking 
science fiction film 

"The Matrix" ...

Parametric knowledge



Retrieval Methods
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(top) non-critical error in generation; (middle) critical error in generation; (bottom) irrelevant retrieval

(EMNLP-2023) Beyond Factuality: A Comprehensive Evaluation of Large Language Models as Knowledge Generators



Retrieval Methods

Retrieve and re-rank

→ Speedy retrieval

→ Accurate re-ranking

E.g., UPR: score Document = PLM Query Document
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Retrieval Management

• When to retrieve

• How to retrieve

• What to do with retrieved knowledge
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Retrieval Management

• Question → retrieval → answer
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LLM-Augmenter

When → Rules, RL policy

How → BM25, DPR, UPR

What → Validate & revise answer

20(EMNLP-2023) Check Your Facts and Try Again: Improving Large Language Models with External Knowledge and Automated Feedback



Retrieval Management

• Question → retrieval → answer

• Question → each [sub-question -> retrieval] → CoT → answer
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22(2023) Measuring and Narrowing the Compositionality Gap in Language Models

When: LLM / How: LLM / What to do: LLM



23(EMNLP-2023) MQuAKE: Assessing Knowledge Editing in Language Models via Multi-Hop Questions

MeLLo   When: each sub-question / How: BM25 / What to do: LLM



Retrieval Management

• Question → retrieval → answer

• Question → each [sub-question -> retrieval] → CoT → answer

• Question → each [CoT stage -> retrieval] → CoT → answer
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25(ACL-2023) Interleaving Retrieval with Chain-of-Thought Reasoning for Knowledge-Intensive Multi-Step Questions

IRCoT   When: each CoT sentence / How: BM25 / What to do: LLM



Verify-and-Edit

When

→  Answers are inconsistent

→  Each CoT sentence

How

→  Generate query by CoT sentence + question

→  Wiki, Google

What to do

→  Generate new CoT sentence by query + knowledge

→  Generate new answer by question + new CoT

26(2023) Verify-and-Edit: A Knowledge-Enhanced Chain-of-Thought Framework



FLARE

When

→  Low token probability in sentence

How

→  Generate query by asking a question

→  BM25, Bing

What to do

→  Regenerate that sentence

27(EMNLP-2023) Active Retrieval Augmented Generation



FLARE-instruct

When

→  LLM in-context learning

How

→  LLM in-context learning

→  BM25, Bing

What to do

→  Resume generation

28(EMNLP-2023) Active Retrieval Augmented Generation



Retrieval Management

• Question → retrieval → answer

• Question → each [sub-question -> retrieval] → CoT → answer

• Question → each [CoT stage -> retrieval] → CoT → answer

• Question → answer → retrieval → answer
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30(2023) Improving Language Models via Plug-and-Play Retrieval Feedback

REFEED   When: after sampling answers / How: BM25 / What to do: re-answer



31(2023) Enhancing Retrieval-Augmented Large Language Models with Iterative Retrieval-Generation Synergy

ITER-RETGEN   When: after answer / How: Contriever / What to do: retrieve again



32(ACL-2023) RARR: Researching and Revising What Language Models Say, Using Language Models

RARR

When

→  After answer

How

→  Google

What to do

→  Agreement, revise, attribute



Retrieval Management

• Question → retrieval → answer

• Question → each [sub-question -> retrieval] → CoT → answer

• Question → each [CoT stage -> retrieval] → CoT → answer

• Question → answer → retrieval → answer

• Chimpanzee
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34(ACL-2023) MultiTool-CoT: GPT-3 Can Use Multiple External Tools with Chain of Thought Prompting
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pubmedKB-LLM-ORE

Annotate all co-occurrence of

→ MeSH diseases (D) & human protein-coding gene (G) & PubMed abstract (P)

Throughput

→ 1.1M DGP/day by maintaining full loading at OpenAI tier-4

36

# DGP tuples
(days)

# unique DG pairs # unique D # unique G # unique P

All
24,810,596

(23)
3,128,402 8,894 18,393 3,997,496

Top score DG + cover all D&G
3,365,424

(3)
75,921 8,894 18,393 1,745,538

------------------------LLM

LLM



pubmedKB Minimum ODQA

Knowledge → Partial pubmedKB-LLM-ORE

When → Rules

How → BM25, DPR

What → Revise answer
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38

pubmedKB Minimum ODQA

Knowledge → Partial pubmedKB-LLM-ORE

When → Rules

How → BM25, DPR

What → Revise answer
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