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Convolution

• Vector 𝑥

• Vector 𝑤 := kernel/filter

• Vector 𝑧 := 𝑐𝑜𝑛𝑣(𝑥, 𝑤)
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Convolve by Matrix

• Vector 𝑥

• Vector 𝑤 := kernel/filter

• Vector 𝑧 := 𝑐𝑜𝑛𝑣 𝑥, 𝑤

• Exist matrix 𝐹 s.t. 𝐹𝑥 = 𝑐𝑜𝑛𝑣 𝑥, 𝑤

𝑥
z
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Convolutional Neural Network (CNN)

• Let 𝑚𝑒𝑛𝑒𝑡 be (𝑐𝑜𝑛𝑣1, 𝑝𝑜𝑜𝑙, 𝑐𝑜𝑛𝑣2, 𝑝𝑜𝑜𝑙, 𝑓𝑐3, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥)

• 𝑦 := probability distribution of 4 classes
𝑥

z

𝑚𝑒𝑛𝑒𝑡

7



Convolutional Neural Network (CNN)
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Deconvnet (Zeiler et al., 2010)

• Inference
• Given model and 𝑦, find z

• Training
• Given many 𝑦’s, find best F

𝑧
𝑦
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Deconvnet (Zeiler et al., 2010)

• 𝑦
• an image

• Inference
• Given model and 𝑦, find 𝑧3
• Feature extraction

𝑦
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Adaptive Deconvnet (Zeiler et al., 2011)

• Max pooling
• 𝑛 × 𝑛 matrix 𝑥

•  𝑛 2 ×  𝑛 2 matrix 𝑧

•  𝑛 2 ×  𝑛 2 matrix 𝑠 – argmax/switch

𝑥 𝑧 𝑠

𝑃 (1,2)
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Adaptive Deconvnet (Zeiler et al., 2011)

• Switch pooling
• Vector 𝑥

• Matrix 𝑃𝑠
• Vector 𝑧 := 𝑃𝑠𝑥

𝑥 𝑧

𝑃𝑠
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Adaptive Deconvnet (Zeiler et al., 2011)

• Unpooling
• Vector 𝑧

• Matrix 𝑈𝑠 = 𝑃𝑠
𝑇

• Vector 𝑥 := 𝑈𝑠𝑧

𝑥 𝑧

𝑈𝑠

13



Adaptive Deconvnet (Zeiler et al., 2011)

• 𝑦
• an image

• Inference
• Given model and 𝑦, find 𝑧2
• Feature extraction

𝑦
𝑧1

𝐹1
𝑇

𝑝1
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Back-Project CNN with Deconvnet (Zeiler & Fergus, 2014)

• Let 𝑚𝑒𝑛𝑒𝑡 = (𝑐𝑜𝑛𝑣1, 𝑝𝑜𝑜𝑙, 𝑐𝑜𝑛𝑣2, 𝑝𝑜𝑜𝑙) be part of a classifier

• Let 𝑥 be an image

• The inference of 𝑚𝑒𝑛𝑒𝑡 on 𝑥
• Outputs 𝑧𝑖’s and 𝑝𝑖’s

• Also outputs switches
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Back-Project CNN with Deconvnet (Zeiler & Fergus, 2014)

• Attach a 𝑑𝑒_𝑚𝑒𝑛𝑒𝑡 to 𝑚𝑒𝑛𝑒𝑡

• Reconstruct the part of 𝑥 which activates
• 𝑧𝑖
• 𝑧𝑖𝑗

• Reconstruct the part of the image of all 
images which has Highest 𝑧𝑖
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Back-Project CNN with Deconvnet (Zeiler & Fergus, 2014)
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Deep Visualization Toolbox (Yosinski et al. 2015) 
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Rotten Tomatoes

Raw documents
• schepisi , aided by a cast that seems to include every top-notch british actor 

who did not appear in gosford park ( as well as one , ms . mirren , who did ) , 
has succeeded beyond all expectation .

• windtalkers is shapelessly gratifying , the kind of movie that invites you to pick 
apart its faults even as you have to admit that somehow it hit you where you 
live .
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Rotten Tomatoes

• A document to an image
• A word to a 300-dimensional vector

• Concatenate 60 words to form a 60 × 300 image
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Rotten Tomatoes

• Let 𝑟𝑡𝑛𝑒𝑡 be (𝑐𝑜𝑛𝑣1, 𝑝𝑜𝑜𝑙1, 𝑐𝑜𝑛𝑣2, 𝑝𝑜𝑜𝑙2, 𝑓𝑐1, 𝑓𝑐2, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥)

• Train on 8528 documents, validate on 2132
• Half have 𝑝𝑜𝑠𝑖𝑣𝑖𝑡𝑒 as labels; half has 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

• Validation accuracy is 68%
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Rotten Tomatoes

Highlighted documents
• schepisi , aided [***by] a [**cast] that seems to include every top-notch 

british actor who did not appear in gosford park ( as [*well] as one , ms . 
mirren , who did ) , has succeeded beyond all expectation .

• windtalkers is shapelessly [**gratifying] , [***the] kind of movie that invites 
you to pick apart [*its] faults even as you have to admit that somehow it hit 
you where you live .
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